et Henry Hultquist ATA&T Services, Inc. T:202.457.3821
\—/b— at&t Vice President 1120 20" Street, N\W  F: 202 457.3072
v Federal Regulatary Suite 1000

Washington, DC 20036

April 7, 2008

VIA ELECTRONIC SUBMISSION

Ms. Marlene H. Dortch

Secretary

Federal Communications Commission
445 12th Street, S.W,

Washington, D.C. 20554

Re:  Ex Parte Statement -- Broadband Industry Practices (WC Docket No.
07-52); In the Matter of Petition for Declaratory Ruling re: Sprint-
Nextel Porting Requests Under the AT&T-BellSouth Merger
Commitments (WC Docket No. 08-23)

Dear Ms. Dortch:

On April 4, Bob Quinn, Joan Marsh, Jack Zinman and the undersigned, on behalf of
AT&T Services, Inc., met separately with Chris Moore, Legal Advisor to Commissioner
Tate, Scott Bergmann, Senior Legal Advisor to Commissioner Adelstein, and Scott
Deutchman, Legal Advisor to Commissioner Copps. In those meetings, AT&T discussed
the basic positions it has taken as set forth in its filings in WC Docket No, 07-52. The
attached materials were used during those discussions.

Also during those meetings, AT&T discussed the current status of its compliance with the
AT&T-BellSouth Merger Commitments. AT&T also discussed the disputes currently
pending between AT&T and Sprint-Nextel regarding Sprint-Nextel's attempt to port
certain state-specific pricing arrangements pursuant to the commitments. AT&T’s
comments were consistent with its filed pleadings in WC Docket No. 08-23.

[n accordance with Section 1.1206 of the Commission’s rules, this letter is being filed
electronically with you office for inclusion in the public record of this proceeding.
Sincerely,

{8/ Henry G. Hultquist

Attachments

cc: Chris Moore
Scott Bergmann
Scott Deutchman
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Summary

Broadband networks are inherently shared networks.

P2P is not necessarily an efficient technology in its present form.

High bandwidth applications are driving growth and usage.

Strict nondiscrimination only serves the interests of elitist users.




Wireline Broadband Networks Are Inherently Shared
Networks That Must Be Managed
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Cable Broadband Networks Are Inherently Shared
Networks That Must Be Managed
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Wireless Broadband Networks Are Inherently Shared
Networks That Must Be Managed
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AT&T IP Backbone Projected Traffic Growth

Over the next 3 Years,
total bandwidth traffic

. Web/HTTP ~ News groups

20,000 will increase ~4x
B Multimedia B Games today's volume
[ | Peer-to-peer . Mail

B other (Tcp/upP) B Business
e Average AT&T End-user

Bandwidth has increased
approximately 35% per
year during the 2001-2007
timeframe.

e Heavy bandwidth
applications such as
streaming media (Web &
Multimedia) and Peer-to-
peer are drivin%
approximately 80% of
total bandwidth on AT&T's
Broadband Network.
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Conclusion

Certain P2P technology has upset network architecture
assumptions - increasing the challenge and complexity of network
management.

DCIA P4P industry forum is looking at ways to increase the
efficiency of P2P file sharing and lessen network impact.

Increased bandwidth is not the solution because the need to
manage shared networks doesn’t go away as bandwidth increases.

Resolve disputes as to what constitutes a reasonable network
management practice on a case-by-case basis.
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Abstract

The emergence of peer-to-peer (P2P) is posing signifi-
cant new challenges to achieving efficient and fair utilization
of network resources.  In particular, without the ability to
explicitly communicate with network providers, P2P appli-
cations depend mainly on inefficient network inlerence and
network-oblivious peering. leading to potential inelficiencies
for both P2P applications and network providers. In this pa-
per, we propose a simple, light-weight architecture called
P4P to allow more effective cooperative tralfic control be-
tween applications and network providers. Our evaluations
show clear performance benetits of the framework,

1 Introduction

A basic problem in a network architecture is how network
applications (i.e., network resource consumers) efficiently
utilize the network resources owned by network providers.
We refer to this problem as the network efficient traffic con-
trol problem, or traffic control for short. This problem is par-
ticularly important as it can have significant impacts on ap-
plication performance, network provider efficiency and ceo-
nomics, and overall system complexity.

In the current Internet, for traditional point-to-point ap-
plications, efficient traffic control is largely determined by
network providers alone: applications specify only the des-
tinations of traffic; it is up to the network to control both the
paths taken by the traffic and the transmission rates (through
TCP feedback) on the chosen paths. Network providers can
therefore improve efficiency unilaterally according to their
objectives. Specifically, providers can use optimal traffic en-
gineering to determine efficient routing and satisty cconom-
icul objectives such as implementing valley-free routing.

However, the recent emergence of P2P applications is
posing signilicant challenges to efficient tratfic control, with
neither the network nor the P2P system having complete
leverage over system efficiency.

First. for intradomain, the network-oblivious peering
strategy of many P2P applications may cause traffic to scatter
and unnecessarily traverse multiple links within a provider’s
network, leading to much higher load on some backbone
links. A recent study [13] estimates that the aggregated traf-
fic of all P2P applications contributes to about 50-80% of
the traftic in many networks. This increasing P2P traffic has
severe negative implications (see, e.g. [V, 21]).

Sccond, for interdomain. nctwork-oblivious peering

may cause a P2P application in a non-ticr-1 network
provider to relay a substantial amount of traffic between its
providers [17]. This may lead to serious disruption of ISP
economics. For example, in recent studics |5, 20] on Skype,
the authors found that many wniversitics (aka edge ISPs) are
hosting a targe number of Skype super nodes. Thus, they
handle a large amount of transient traffic from and then to
their providers, violating valley-free routing and leading to
substantially higher operational cost. Even for tier-1 ISPs
who do not make payments to network providers. P2P traf-
fic may cause traffic imbalance between its peers, leading to
potential violation of peering agreements.

Third, P2P’s dynamic traffic distribution patierns do not
necessarily enjoy a synergistic coexistence with network
traffic engincering |10, 16 — network providers go to great
lengths to estimate traffic matrices and determine routing
based on them, but all of this effort could be negated if
P2P applications modifly their download behavior to adapt
to changes in the network, thereby resulting in oscillations
in traffic matrices and sub-optimal routing decisions.

In response to these kinds of issues, network providers
have considered multiple new traffic control techniques. Un-
fortunately, none ol them appear 1o be fully satisfactory —
without P2P cooperation, the new techniques are either in-
effective or degrade P2P performance and often times are
too complex. One approach, for example, is o install P2P
caching devices to cut down bandwidth consumed by P2P
applications (e.g., [6, 7, 18. 19]). However, these caches
need Lo be designed for specific applications and speak the
appropriate protocol, limiting their gencerality and applicabil-
ity to closed protocols. Another technigue is o deploy traftic
shaping devices to rate limit P2P (e.g.. |2, 3]). These devices
rely on deep packet inspection or other P2P trafiic identifica-
tion schemes. However, different P2P protocols use different
control messages, and many P2P protocols use encryption
and dynamic ports to avoid being identilied. It remains un-
clear whether in the long run traffic shaping can effectively
control the bandwidth consumption of P2P applications and
reduce provider’s operational costs. Furthermore, unilateral
rate limiting by network providers may substantially degrade
P2P performance and be at odds with consumer’s needs.

With network provider solutions being ineffective, a few
P2P systems have begun to investigate self-adaptation tech-
niquces, such as considering locality in peering (e.g., {7, 12]),
in order to achieve efficient tralfic control. Although such



techniques have the potential (0 improve both network cfti-
ciency and application performance in certain settings, there
are fundamental limits on what P2P can achicve alone. In
particular, since traditionally tralfic control is primarily per-
formed by network providers, the current network architec-
ture supports only implicit communications between applica-
tions and networks. Thus, to improve efticiency, P2P appli-
cations will have 1o depend on reverse engineering o deter-
mine network information such as lopology. status and poli-
cies. However, this is challenging it not impossible.

Overall, the P2P paradigm exposes a fundamental issue
in traditional traffic control: emerging applications can have
tremendous flexibility in how the data is comimunicated, and
thus, they should be an integral part of network efficient con-
trol. However, if end hosts are to participate in network re-
source optimizations, then the networks cannot continue o
be opaque but need to export their status information,

We propose a flexible framework named P4P to en-
able better cooperation between P2P and network providers
through explicit communications. Here P4P stands for proac-
tive network provider participation for P2P, or provider por-
tal for P2P. The objectives of P4P are to (1) facilitate network
applications, in particular P2P applications, o achieve the
best possible application performance under efficient and fair
usage of network resources; and (2) allow network providers
to achieve efficient and fair usage of their resources to satisfy
application requirements, reduce cost, and increase revenue,
Note that although our presentation focuses on P2P, it cun be
extended to other network application paradigms.

2 The P4P Framework

The P4P framework is a flexible and light-weight frame-
work that allows network providers to explicitly provide
more information, guidelines and capabilitics to cmerging
applications, such as P2P content distribution,

2.1 Motivation

We now motivate the need for a P4P portal to cnable ex-
plicit communications between P2ZP and network providers.

First, P2P systems have tremendous Hexibility in shaping
their raffic flow. Given that a client interested in a piece of
data can download it from any one of the multiple sites stor-
ing the data, there are clear benefits to be had in intelligently
choosing a data source (or. alternately, choosing a peer in
a tit-for-tat system). This flexibility fundamentally changes
the traditional network traffic controf problem, which is typ-
ically solved in the context of a given raflic demand matrix.
In the updated setting, there are multiple ways ol salisfying
the data demands of an application, cach resulting in a dif-
ferent traffic demand matrix, and an efficient solution would
require the explicit involvement ol the P2P application.

Second, the current network architecture allows only
for Itmited, implicit communications between network
providers and applications. In this setling. il a P2P appli-
cation seeks to exploit the flexibility in controlling its data
translers to improve efficiency, it will have o probe the net-
work 1o reverse engineer information such as topology, status
and policies. However, this is rather challenging in spite of
stgnificant progress in network measurement technigues, For
onc thing, it is clearly redundant and wasteful to have cach

application perform probing. Even il this issue is addressed
by a coordinated service for topology inference (e.g.. [ 12]) to
reduce the overhead. the fundamental hurdle is the ability to
perform the inference in an accurate manner. New lechnolo-
gies, such as MPLS, and routers that do not respond to mea-
surement probes make it difticult w infer newwork character-
istics. More importantly, available bandwidth and loss-rate
estimation from end hosts are dithicalt because their views
are obscured by last-mile bottdenecks: iCis ditficult for an
end host Lo identify which links are under-utilized or over-
utilized. Furthermore, cost und policy information are difTi-
cult, if not impossible. o reverse engineer. For example, it
is difficult for P2P to determine which peers are accessible
through lightly-loaded intradomain links and/or lower-cost
intcrdomain links (where the cost takes into account factors
such as inter-domain policies, traffic balance ratio between
peering providers. and 95% percentile based billing).

In summary, for traditional applications, routing is made
by network providers using a predictable traffic demand ma-
trix with full network knowledge. With high levels of P2P
traffic, the traffic control problem needs to be jointly solved
by nctwork providers and P2P applications.

2.2 Design Rationale
We consider the (ollowing design requirements.

& Better P2P performance. While some P2P systems exploit
locality and network status to have its clients refine their
peerings, the performance improvement is limited due o
factors such as limited network information and slow con-
vergence that is further exacerbaled by chuen [153]. Using
morc accurate network status information, P4P should be
able to identily more efficient connections.

» More cfficient network resource usage. By enabling ex-
plicit communication between P2P and the network, P4P
can enable applications W use network status information
o reduce backbone traftic and lower operation costs.

¢ Scalability. P4P should support a lurge number of uscers
and P2P networks in very dynamic settings: any proposed
information exchange and optimization technigues should
be computationally inexpensive.

e Privacy preservation. PAP should address a major incen-
tive concern of network providers who may want 1o pre-
serve privacy when releasing their network information.

¢ Extensibility. There are many types of P2P applications
with varying features. For instance, P2P systems for file
sharing and streaming might have different needs, such as
P2P streaming having more stringent real-time constraints
than file shuring. Also, some applications use trackers {re-
ferred to as appTracker hereatter) o bootstrap and guide
peer selection, while others do not; in addition, peers may
exchange information locally through gossip messages.
P4P should be flexible to handle a wide runge of P2P ap-
plications with varying requirements and features.

o Incremental deploymentability. We do not target a clean-
slate re-design. The P4P tramework should be incremen-
tally deployable, one network provider at a time. one P2P
application at u time.

s Provider contribution for P2P acceleration. A network



provider may have many capabilities which it can provide
to accelerate content distribution tor P2P and at the same
time increase its revenue. Examples include class ol ser-
vice. or quality ol service that a P2P content provider can
request. Also, a provider may contribute fixed servers as
high-capacity seeds or caches, and this infornxation should
percolate o the P2P application,

2.3 Design Overview

The P4P framework consists of a control-plane compo-
nent and a data-plane component.

In the control plane, P4P introduces iTrackers to provide
portals for P2P to communicate with neiwork providers. The
introduction of iTrackers allows P4P to divide traffic control
responsibilities between P2P and providers, and also makes
P4P incrementally deployable and extensible.

Specifically, each network provider, be it a conventional
commercial network provider (e.g.. AT&T). a university
campus network, or a virtual service provider (e.g., Akamai),
maintains an iTracker for its network. A P2P client obtains
the IP address of the iTracker of its local provider through
DNS query (with a new DNS record type B4p ). Stundard
techniques can be applied to allow for multiple iTrackers in
a given domain, especially Tor fault tolerance and scalability.
An iTracker provides a portal for three kinds ol information
regarding the network provider: network status/topology;
provider guidelines/policics; and network capabilities.

In the data plane, P4P allows routers on the data plane to
give fine-grained feedback to P2P and enable more efficient
usage of network resources. Specifically, routers can mark
the HCN bits of TCP packets (or a (icld in a P2P header),
or explicitly designate flow rates using XCP-like upproaches
(e.g.. [9]); end hosts then adjust their flow rates accordingly.
For instance, a multihomed network can optimize financial
cost and improve performance through virtual capacity com-
puted based on 95-percentiles [4]. When the virtual capucity
is approached, routers mark TCP packets and cnd hosts re-
duce their How rates accordingly; thus the network provider
can both optimize its cost and performance and allocate more
bandwidth to P2P flows. We emphasize that the data plane
component is optional and can be incrementally deployed.

2.4 P4P Control Plane

In this paper, we focus on the control plane of the P4P
tramework,  Figure | shows the potential entities in the
P4P framework: iTrackers owned by individual network
providers, appTrackers in P2P systems, and P2P clients (or
peers tor short). Not all entitics might interact in a given
setting. For example, trackerless systems do not have app-
Trackers. P4P docs not dictate the exact information flow,
but rather provides only a common messaging framework,
with control messages encoded in XML for extensibility.

Happﬁuckcd

Figure 1. iTracker interfaces and information flow.

iTracker interfaces and functions
The key compenent of the P4P framework is iTrackers.
iTrackers provide three interfuces that others can query.

The info interface allows others, typically peers inside
the provider network. o obtain network wpology and status.
Specifically, given a gquery for an IP address inside the net-
work, the interface maps the TP address o a (A510, PID,
10C) tuple, where ASID s the 1D of the network provider
(e.g., its AS number), PID is an opaque 11 assigned (0 a
group of network nodes, and 10C is a virtual or geograph-
ical coordinate of the node. Note that the opaque FIT is used
to preserve provider privacy al a coarse grain {(e.g., a network
provider can assign two PID s to nodes at the same point of
presence or PoP). Note also that LOC can be used 1o compute
network proximity, which can be helpful in choosing peers.
When sending an info query, a peer may optionally include
its swarm 10 (e.g.. info hash of a torrent). The iTracker may
keep track of peers participating in a swarm.

The policy interface allows others, for example peers
or appTrackers, to obtain policies and guidelines of the net-
work. Policies specily how a network provider would like its
networks to be utilized al a high level, typically regardiess of
P2P applications; while guidelines are specilic suggestions
for P2P 1o use the network resources. To name a few ex-
amples of network policies: (1) traffic ratio balance policy,
defining the ratio hetween inbound and outbound traftic vol-
umes, for interdomain peering links; (2) coarse-grain time-
of-day link usage policy, defining the desired usage paltern
of specific links (e.g., avoid using links that are congested
during peak times); and (3) line-grain link usage policy. An
example of network guidelines is that a network provider
computes peering relationships for clusters of peers (e.g.,
clustered by FID ). The policy interface can also return a sct
of normalized inter-PID costs, which indicate costs incurred
to the provider when peers in two PIDs communicate.

The capability interface allows others, for example
peers or content providers (through appTrackers), to request
network providers” capabilities.  For example, a network
provider may provide different classes of services or on-
demand servers in its network. Then an appTracker may
ask iTrackers in popular domains to provide such servers and
then use them as peers to accelerate P2P content distribution.

A network provider may choose o implement a subsct
of the interfaces. The richness of information conveyed is
also determined by the network provider. Note that a net-
work provider may also enlorce some access control to the
interfaces to preserve sceurity and privacy.

Examples

Now we give two examples to illustrate how the iTracker in-
terfaces are utilized. Figure 2 shows an example P2P ap-
plication with an appTracker using the info and policy
interfaces to request network topology/status and  guide-
lines/policies information.  In the cxample, a P2P sys-
tem spans two network providers A and B, Each network
provider runs an iTracker for its own network. Peers g and
b query their local iTrackers through the info and policy
interfaces when bootstrapping: they then register with the
appTracker and torward it the information obtained from



ogy/status and policies/guidelines from portal iTrackers.

appTracker

ITracker A

Network Provider A

Natwork Provider B
Figure 3. An example of P2P accessing network capabil-
ity through iTrackers.

iTrackers. The appTracker makes peer selection consider-
ing both application requirements and iTracker information,
Note that as a variant, 1t might be that instead of the peers
query the iTrackers, the appTracker, trusted by a network
provider (e.g., a major P2P developer), queries the iTrackers
Lo reduce information exposure to general peers.

Figure 3 shows another example of using P4P. It shows
how to request network capabilities through the capability
interface.  Specifically, the appTracker sends a request to
iTracker B asking the nctwork provider o allocate fixed,
high-capacity servers to aid in distributing content.  The
iTracker allocates a server in its network and returns its ad-
dress to the appTracker. The appTracker will then include
the server in returned peer sets for those peers in 8.

3 Evaluations

P4P’s effectiveness depends on what information is com-

municated through the portal and what algorithms are used

for controlling traffic. We have evaluated the cffectiveness of

P4P using both simulations and real Internet experiments on
PlanetLab. Our results show that P4P can improve not only
P2P application performance but alse network provider effi-
ciency. Due to space limitations, we report on only a small
lraction of our evaluations.
3.1 Optimization Methedology

We report our evaluations on how a network provider and
peers can cffectively atilize the policy interface. Specifi-
cally, we consider an optimization that minimizes intrado-
main traffic by taking into account swarm characteristics and
current levels of background raffic. we consider the follow-
ing setup. There are K swarms in a provider’s network. Each
peer of a swarm obtains a unigue swarm [D from the cor-
responding appTracker of the swarm, and reports it o the
iTracker, The iTracker keeps track of the peers in a given
swarm, including the number of peers at the same PoP, and
the upstream and downstream link capacity of cach peer. We
refer 1o peers at PoP 7 as PoP-i peers. The iTracker then

amem ra aen s oaea - i E - - Lo

ITI‘dtkLr can mmpuk u dlld df‘ using th |n|u| mation llml
it obtains from the P2P clicnts and trom its knowledge of
the access link capacitics (both downstream and upsiream)
tor cach peer. The iTracker takes into account any user-
imposed bandwidth limitations and aggregates them together
to obtain u;" and df for cach PoP i. The iTracker then com-
putes ¥ = max {#* 4.0}, and d* = max{d* - #*.0}. Thus
uk and @ are the remaining uploading (supply) and down-
loading (demand) cupacity that can be used 1o interface with
peers in other PoPs.

The iTracker (periodically) solves a bi-level optimization
problem to compute the peering guidelines: balancing the
traffic (f.e., minimizing the maximum link utilization} while
maximizing the overall throughput for cach swarm:

minma}_x bo v i K, pithdif) /e

5.t vk, md.x):,zm e
5.t.V PoP i.):’,‘,,r,»j < u,» .
¥ PoP iyt < df.
Vi # j. rfj >0,
where f" is the amount of walfic PoP-7 peers upload to PoP-j
peers in the k-th swarm. We solve this optimization prob-
lem as follows., We (irst solve the second-level problem to
obtain the optima! throughput T,, » tor each swarm k. This
enables us to transform the &-th sz.u)nd-lcvul problem into a
constraint: Y, Ejffff T,fw Thus, we can solve the orig-
inal problem. The iTracker derives the peering guidelines,
which is a set of normalized weights w‘ = t”/):,.fJl for PoP
i and j A PoP-i peer would pick a PnP -j peer with proba-
bility w . Next, the iTracker maps PoPs to anonymous PIDs
and the u)mpuu,d weights to corresponding inter-PIY peer-
ing probability values. The appTracker can obtain the inter-
PID probability values and use it for peer selection.
3.2 Results
We have cvaluated the effectivencss of PAP using both
simulations and real Internet experiments on PlanctLab. For
the simulation, we built a realistic BitTorrent simulator. For
PlanetLab experiments. we use Liveswarms [ 14]. We chose
these two P2P systems as one s file sharing while the other is
streaming. Below, we report some of our evaluation results.
We first show the results on P4P-cnabled BitTorrent,
where the appTracker adopts iTracker suggested guidelines
along with a small fraction of random inter-PoP peers for
robustness. We use Abilene and the PoP-level topology of
AT&T with all link capucities at L0Gbps. In the evaluations,
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Figure 5. Results on integrating P4P with BitTorrent on AT&T PoP topology.

we connect cach peer o a random PoP through an access
link. The capacities of access links follow the distribution
used in [1]. We evaluate two equal-sized swarms cach shar-
ing a 256MB file, with block size being 256KB. Initially
cach swarm has only one seed with 1Gbps upload capacity.

Figures 4 and 5 plot the completion time, cumulative
completion time and link utilization for Abilenc and AT&T,
respecttvely, with a varying number of peers, We muke the
following observations. First, P4P improves P2P comple-
tion time by approximately 45%. Sccond, P4P improves
the link wilization by approximately 50% and 704 in Abi-
lenc and AT&T, respectively, when compared with the native
P2P adapration. Further, P4P also reduces the duration of
high traffic load by approximately a half, as peers finish their
downloads faster. Thus P4P can reduce the intensity ol P2P
traffic load on the underlying network dramatically.

Next we report the evaluation results on integrating P4P
with liveswarms. Liveswarms is a P2P-based application that
adapts BitTorrent to video streaming. We conduct experi-
ments on real Abilene network, using 53 PlanctLab nodes,
Lo stream a large video file. Each experiment lasts 900 sec-
onds, We log the amount of data exchanged between nodes,
and compulte the load on cach Abilene backbone link using
OSPF routing with Abilene’s IGP link weights. The total
amount of trattic on cach Abilene backbone link is plot in
Figure 6. We find that liveswarms achieves approximately
the same throughput when integrated with P4P. However, the
average link load is 1.1Gbps when native P2P adaptation is
usced, while the load reduces to .37Gbps when liveswarms is
integrated with P4P. Thus P4P results in approximately 66%
reduction on average link utilization.
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Figure 6. Traffic volumes when integrating P4P with a
video streaming application.
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Summary: P4P can improve both completion time and link
utilization by approximately 50-70% for BitTorrent (o share
files, compared with the native P2P adaptation, on Abilene
and AT&T newworks. P4P achieve similar benefits in real
experiments using liveswarms to stream video on real Abi-
lene network. Further, P4P is robust to heterogencity in the
networks where links have different capacities.

4 Discussions

Q: [P2P Self Adaptation] Why cannot a P2P system
achieve the benefits of P4P by itselt? Or why do we need
explicit communications between P2P and providers?

A As we described in Section 1, it is difficult for applica-
tions to reverse engineer nelwork status. It 1s even more
difficult to infer provider routing policics. Although some
P2P applications can usc locality-based heuristics. there can
be problems with this approach. For example, tn a wireless
network where P2P nodes communicate through a base sta-
tion, peering using local peers sharing the same base station



may require more wirceless bandwidth than through the base
station o other non-local peers. As another example, a com-
mon issue exists in UK is that network providers buy their
DISL “lust mile” connectivity via a BT centrul pipe. More
specifically, BT owns all of the exchange equipment and
conneclivity between a DSL customer and a central hand-off
location. The connectivity from a DSL customer o its net-
work provider is first routed through BT 1o a physical hand-
off point. The hand-off point between BT and the network
provider is what BT terms a BT central pipe. This connec-
tion can be many orders of magnitude more expensive than
IP transit. Thus. it can be much more expensive tor a net-
work provider 1o have a customer retrieve # file (rom another
customer on its network, than it is to go off the network for
the tile. Also, iTrackers provide a natural interface to access
provider capabilities.

Q: [P2P incentives] It is clear that network providers can
benefit from P4P. What are the incentives for P2P (o partici-
pate in the P4P framework?

A: There are potentials for both network providers and P2P
to benefit from adopting P4P. as we clearly demonstrated in
our evaluations. In another set of experiments not shown
here, we have shown that through P4P, a multihomed sys-
tem (e.g., a university campus network) may allocate much
more bandwidth to P2P without increasing its financial cost
under a typical charging model. Furthermore, the P4P [tame-
work leaves much flexibility for P2P (e.g.. P2P can integrale
provider suggestions with its local application-specific re-
guircments). On the other hand, without P4P, the providers
may impose rate limiting to control their financial cost.
Overall, many P2P developers are recogniving that as P2P
consumes a significant portion of network resources without
generating much revenue for providers, there is a real possi-
bility that network providers may limit P2P usage to reduce
cost. Thus, effective cooperation through the P4P framework
can be attractive,

Q: [Scalable Implementation] There can be a large num-
her of P2P networks in u provider's network, How can it be
feasible for the iTracker to handle the load associated with
orchestrating all these networks?
A: Scalability could be addressed using several technigues.
First, we need to consider optimizing only the heavy-
hitters, namely those P2P networks that comprise of a large
number of peers and generate a substantial amount of traf-
fic. Tf a small number of P2P networks account tor a large
fraction of traffic, then the provider can focus its atiention on
those P2P networks. In order o quantify to what extent this
phenomenon appears in practice, we anatyzed the instanta-
neous swarm behavior of every movie torrent published by
thepiratebay.org . a popular portal for BitTorrent content.
In total, we analyzed 34,721 swarms to delermine the num-
ber of leechers and the size of data being requested by the
leechers. We find that only 0.72% of swarms had an ¢x-
cess of hundred leechers, and that the bulk of the instanta-
neous demand for content is from a small number of swarms,
specifically, 1.22% of the swarms are responsible tfor about
50% of the demand. Analyzing and optimizing 1 small iTac-
tiont of swarms should mostly suftice.

Second. we could replicate the iTracker functionality and
further organize the iTrackers into a two-level hierarchy. The
top-level server aggregates information from multiple P2P
systems, solves the optimization problem, and distributes al-
location decisions.  The bottom-level servers are the ones
contacled by the clients and are tasked with performing other
operations, such as finding local connections, We just need
to ensure that all peers within the same P2P network are di-
rected to the same sceond-level server, and this could be done
using u consistent hashing scheme [8].

Q: [Robustness] A major issue in P2P is to provide robust-
ness. For instance, a BitTorrent client maintains a pool of
randomly selected neighbors with which it s just exchang-
ing meta-data information. Do the locality-aware P4P tech-
niques reduce robustness?

A: P4P doces not limit the miechanisms for improving robust-
ness.  In the basic operation mode, the iTrackers provide
only hints, and an appTracker can always sclect a certain
number of random connections ©w ensure diversity tor ro-
bustness.  This typically will not substantially increase the
provider cost. A related robustness feature is that iTrackers
arc not on the critical puth, Thus. if iTrackers are down, P2P
applications can still make detault application decisions,

S Conclusion and Future Work

We presented P4P, a simple and fHexible framework
to enable explicit cooperation hetween P2P and network
providers.  Qur evaluations demonstrate that it can be
promising approuch to improve both application perfor-
mance and provider efiiciency. There are many avenues for
further study. In particular, it is important to cvaluate the
framework, study what information should be communicated
through the portal, identily what algorithms and echniques
could be jointly employed by providers and P2P to improve
efficient network traffic control, and quantify its benefits in
large-scale. realistic networks.
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Basic Framework for Network Neutrality

Network Neutrality (from the user perspective)

(1) IP-based networks should be accessible to users and easy to use, allowing ready access
to content and application layers.

(2) IP-based networks should be accessible and available to any lawful terminal that meets
the relevant technical standards, and should support terminal-to-terminal (or “end-to-
end”) communication.

(3) Users should be provided with equal access to telecommunications and platform layers

at a reasonable price.
Note: In this case, "the user” refers not just to end users but also
includes content providers and other related companies that conduct
business using IP networks.

Policy evaluation parameters for ensuring network neutrality

. = .

Equitable cost distribution of networks Equal access to networks
Neutrality of cost sharing models for Neutrality of telecommunications layer
upgrading communications networks with respect to other layers

__ N

Specific policies deployed in integrated manner for parameters




Actions to Be Taken for Ensuring Network Neutrality &

ey

Network Neutrality

Equitable cost allocation of networks Equal access to networks
( in response to network congestions ) ( prevent abuse of market dominance )

Implement field trials on
content delivery system using P2P

Establishing packet shaping guidelines
. . . e Review dominant regulations
Consider establishing QoS authentication (=rtransition to the framework of dominant regulations
system for ISPs responding to market integration)

Develop interconnection rules regarding NGN
developed by NTT EAST and WEST

" M Practical use of the results of competition review mechanism
Develop mechanlsms fOI' Sl‘l‘lOOth content dellvery when recognizing existence of market dominance
(improve local IXs) ! MRecognize leverage to relevant markets and
. . possibility of collective dominance
Further consider to improve methods 4 ERecognize market dominance in submarkets
to measure IP traffic in more detail in response to market integration represented by FMC

Slimprove market monitoring system
Improve dispute resolution
system including ADR
Other related issues to be considered

Diversify access network Review terminal equipment policy
(ensure effective use of pole/conduit, (review of terminal approval standard and consideration of
responsibility sharing models on terminal equipment)

respond to emerging Ensure openness of platform function
new business models under ongoing market convergence mcmdmg aUthonzat'onIChargmg functions
. . . Active contributions to ensure
Consider effective measures for user protection consistency of international regimes



IP Traffic on Netyvorks (Total Volume)

B The total amount of IP traffic in Japan was estimated at 812.9 Gbps (Nov 2007),
which accounts for about 2.5 times more than that of 3 years ago(323.6Gbps).
B To address the traffic increase, it is necessary for the ISPs to increase their network

capacity.
(Gbps) 800 T
812.9Gbps
(2007.11)
m_. ,,,,,, e e oo S o R Ce e e e e .
721.7Gbps (2007.5)
m ________ oo L e e e . e — .
636.6Gbps {2006.11)
B0 P e e
523.6Gbps {2006.5)
468.0Gbps (2005.11)
424.5Gbps (2005.5)
323.6Gbps (2004.11)
303.2G 10
200 | | bps (2004.10)
269.4Gbps (2004.9)
m _____________________________________________________________________________
1(1} L. - e - e e e el oo .
0 N " O
' ! et
1997 1998 1999 2000 2001 2002 2003 2004 205 2006 2007 (source: MIC

Japan)




IP Traffic
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Bandwidth Usage and P2P Users

3

10% of all users occupy 60 to 90% of traffic Distribution of uses in all traffic

P2P users (10%)} controls 60 to 90% of traffic

User {(ascending sort )

B i B

Top 10% of P2P users(*) occupy more than 60% of the Bandwidth used by heavy users completely
traffic differs from that used by average users.
Traffic

volumey

Iaverage user : 550Mbyte

Top 10% among P2P users occupy over 60% of
traffic

x 30 x 190

P2P user : 17Gbyt

o
P2P User (ascending sort )

Measured @ 2003/6/30 — 2003/7/1 11:59

(%) “the P2P users” are considered as users whose P2P traffic exceeds
over 1 Mbyte within 24 hrs.

* . haeo : >
(Note) The data was provided by Plala Networks) (partly extracted) (#) the Plala Networks has controlled its P2l

handwitdth since November 2003, therefore the latest
published data in uncontrolled situaticn is for 2003.



Action to Address Network Congestion Using P2P

B Currently unclear if technological innovation can absorb incremental
costs due to increasing traffic.

B To address network congestion, flexibility of network to absorb traffic
fluctuation is necessary. (= network scalability)

B The advantage of P2P in allowing for improving efficient content delivery
should be utilized. Flexible choice of content delivery technologies such
as C/S model and CDN as well as P2P should be ensured.

B As a first step, an experiment in traffic dispersal methodology using P2P
should be considered.




P2P Network Experiment Council

g

® "P2P Network Experiment Council” was established in August 2007.
® Result of experiments will be summarized by end-March 2009.

m Purposes
- "P2P Network Experiment Council” was established with the aim of promoting new content delivery businesses using
broadband network, and diffusing the use of broadband services to regional areas.
« To achieve the above goals, the council participants exchange information and views on new network services applying
P2P application technologies, support P2P-experiments and P2P-services, and examine the results of experiments.

B Participants(in alphabetical order)
- Bitmedia Inc., BitTorrent K.K., BROTHER INDUSTRIES LTD., DREAMBOAT Co.Ltd., INFOCITY Inc., Internet Initiative
Japan Inc., Grid Solutions inc., Japan Broadcasting Corporation, J-Stream Inc., Kadokawa Digix INC., Mandala, NEC
Corporation, NHK ENTERPRISES Inc., NTT Communications Corporation, SOFTBANK BB Corp., TOKYO SHOSEKI
CO.LTD., TOYAMA INTERNET SHIMINJUKU, TV Bank Corp., VeriSign Japan K.K.
-MIC (observer)

P2P Network
Experiment Council

SG on P2P Delivery Model SG on Jomt Dellvery Archltecture
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Addressing the Traffic Increase: Who should pay?

B Additional charge on heavy users?
v/ In general, it is acceptable to collect an additional charge from heavy users.
v However, issues to be considered:
- User charges are a fixed rate on a best-effort basis.
- Acceptable to develop multi-tiered Internet structures (fast lane and slow lane)?

- Possible to find rational price differentiation between heavy users and light
users?

—In the meantime, a case- by case approach should be taken.
B Additional charge for CPs?

v As long as both the CP and ISP markets are competitive,

—Market principle may work.

H Equality on cost allocation among ISPs?

v Market mechanism may not work due to several factors such as asymmetry
of information (eg. upper-tier ISP vs. lower-tier ISP.

v It may be appropriate to allow for traffic shaping without any bit discrimination.
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Relationship between Upper tier ISP and Lower-tier ISPs

CP

Rich content

(video streaming, etc. )

ISP-A

transit

End user
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